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This paper is based on the relative study of several recognized iterative methods named Bisection, 
Regula-Falsi (R-F) or false position, Secant, Newton-Raphson (N-R) and Muller methods. The rate 
of convergence of every method will be analyzed after solving numerical problem by implementing 
each method independently. We solve non-linear equations in one variable by using the above 
iterative methods in MATLAB version R2010asoftware and find the value of a single real root. 
 
 
 
 
 
 

 
 

 
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 
 
 
 
 
 
 

 
 

 
 

 

 
 

 
 

  
 

 
 

INTRODUCTION 
 

In mathematics we deals with many polynomial equations of 
the form �(�) = ���

� + ���
��� + ⋯ + ���� + ��, where a’s 

are constants, �� ≠ 0. If �(�) constant some other functions 
such that as trigonometric, logarithmic, exponential etc. then 
�(�) = 0 is a transcendental equation. In scientific and 
engineering work, a frequently occurring problem is to find the 
root of equation of the form�(�) = 0 [3]. If � be a continuous 
function. Any number � for �(�) = 0 is a root of 
equation �(�) = 0.where, root of  �(�)is�. A root of  � is 
called of multiplicity q, if �(�) = (� − �)��(�), �(�) is 
bounded at � and �(�) ≠ 0. If � = 1, then �is said to be simple 
zero and if � > 1, then � is called a multiple zero [4]. 
 

Noor and Ahmad (2006) gave a predictor correction type 
iterative method to solve �(�) = 0 by using a method consists 
of Regula-Falsi (R-F) and Newton-Raphson (N-R)method. On 
performing the numerical experiment, the new predictor 
correction method was for better than the method known at the 
time.Noor et al. (2006) proposed that two-step techniques are 
more useful than one step techniques including the Newton 
method. Naghipoor et al. (2008) gave a developed (R-F) 
method by using the classical (R-F) method and showed that 
the suggested method was more efficient as compared to the 
classical (R-F) method. Shaw and Mukhopadhyay (2015) 
presented in their paper an improved (R-F) method as 

predictor-corrector form. The method converges very fast than 
the previous (R-F) method. Unlike the improved (R-F) method 
discussed in Naghipoor (2008) paper, Shaw and 
Mukhopadhyay (2015) selected the value of only one 
parameter (k) from outside. So, the CPU time and the 
procedures for the implementation of this algorithm are very 
less. 
 

Parida and Gupta (2006) suggested a combined method of 
common (R-F) and Newton-like to determine the non-linear 
equations. This new method is examined on various examples 
and results presented that the suggested method is beneficial as 
compare to some present methods applied to solve the same 
problems. Li and Chen (2006) proposed a method to determine 
the non-linear equations containing of the classical (R-F) 
method and some parameters of exponential (R-F) method with 
higher-order convergence for solving the single root of 
�(�) = 0. The sequence of both diameters and iterative pointes 
are quadratically convergent in this beneficial method 
  

Li and Chen (2007) in their paper suggested a combined 
method of classical (R-F) and exponential iterative methods 
with high order convergence for determining the single root of 
nonlinear equations. The proposed method has good asymptotic 
quadratic convergence. 
 

Alojz (2012) suggested a bracketing algorithm for the non-
linear equation with the iterative zero findings. The well-
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specified bracketing methods can be relocating with the 
recommended algorithm in this paper. This procedure is based 
on (R-F) and bisection methods with the second order 
polynomial interpretation techniques. This method alongside 
with increment speed of convergent confirms global 
convergence. Alojz (2013) proposed a method based on 
Muller’s algorithm which assures universal convergence, along 
with classic Muller, bracketing is introduced for solving non-
linear equation .the advanced algorithm is convergent, subset 
and firm it’s the more significant merit alongside with global 
convergence is its easiness of algorithm which is not compose 
of complex combinations of methods.We discuss some popular 
iterative methods to find out the solution of �(�) = 0 in one 
variable. 
 

Bisection (or Bolzano) Method 
 

It is also called binary chopping or half-interval method. For 
resolving �(�) = 0, the bisection method is one of the easy and 
most valid iterative procedures. It is based on intermediate 
value property, i.e. whether �(�) is real and continuous in 
(�,�)and �(�), �(�) are opposed signs, then ∃ at least one root 
in (�,�) such that 

�� =
� + �

2
 

 
Now the following three cases arise 
 

I. If �(��) = 0, then �� is root of �(�). 
II. If �(��) > 0, then root of �(��) will lie between � 

and �� that is, 

�� =
� + ��
2

 
 

III. If �(��) < 0, then root will lie between �� and �, that 
is 

�� =
�� + �

2
 

Suppose �(��) > 0, then the new interval is [�,��] with 
�����ℎ = |�� − �|, but length of previous interval is |� − �|, 
that is  
 

|�� − �|= �
� + �

2
− ��= �

� − �

2
� 

 

Again apply intermediate value property, get a new interval 
with length as half of [�,��]. We repeat above procedure until 
the interval which contains the root is very small, say�. As 
interval length becomes half after every step. Let at ��ℎ step, 

the interval is [��,��] with length �
���

��
�, we have 

 

�
� − �

2�
�≤ � 

This gives  

� ≥
����

� �
� − �
2�

�

����
�

 

 

Therefore, if we know the value of |� − �|, and � then number 
of iterations can be found by this formula. 
 

Convergence of Bisection Method 
 

In this method, the original interval is broken into half interval 
in each of the iterations if we use the midpoints of the 

successive interval to be the approximation of the root, the one 
half of the current interval is the upper bound to the error. 
 

���� = 0.5�� 

Implies that  
 
����

��
=
1

2
                                                                                      (1) 

 
Where �� and ���� are the errors in the ���  and(����)

�� iteration.  

Comparing equation (1) with  
 

lim
�→ ∞

�
����

��
�≤ �  

 
Then, we have � = 1 and � = 1 2⁄  or 0.5 
So, this method is 1st order convergence or linear order 
convergent 
 

Regula-Falsi Method or Method of False Position 
 

This is the oldest method if we want to find out the root of 
�(�) = 0 and it is approximately similar to the bisection 
method. It is also called a method of chords or a method of 
linear interpolation. In this case, we choose two-point, i.e. 
�(��)and �(��)are of opposing signs. As � = �(�) passes x-
axis among two points, therefore a zero must lie among these 
two points subsequently, �(��) ∙�(��) < 0. Now we joining 
the points (��, �(��))  and (��, �(��)) by the straight line and 
suppose the point where this line intersects the x-axis is the 
next estimate to the root, we assume that the line crosses the x-
axis at ��. If  �(��) and �(��) are opposed signs, thus �� is 
replaced by �� and to find the crosses point, we joining �(��) 
and �(��) by a straight line. If �(��) and �(��)  are of the 
same opposite signs, thus �� is replaced by �� and the iterative 
procedure is repeated. In both cases, the previous search 
interval is bigger than the new search interval and ultimately 
this will converge to a root. From the slope of the line, we get 
 

�(��) − �(��)

�� − ��
= �����=

�(��) − 0

�� − ��
 

⇒                                                       ��

=
��[�(��) − �(��)]− �(��)[�� − ��]

�(��) − �(��)
 

⇒                                                        ��

=
���(��) − ���(��)

�(��) − �(��)
                             (2) 

 

Which is gives an approximation to the root. 
 

This procedure reiterated till the root is established to the 
desired precision. 
 

In general, for the (� + 1)��guess to the root is replacing ��by 
����, �� by �� and �� by ����so, equation (2) becomes 

 

���� =
��������� − ���(����)

����� − �(����)
                                          (3) 

Relation (3) is general formula for Method of False position. 
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Order (rate) of convergence for Method of False position 
 

Let any number � for �(�) = 0 is precise root of equation 
�(�) = 0, and �� deferent from � by �� is small quantity. 

Similarly ����and ���� are deferent from � by which ���� and 

���� are also small quantity. Now we have 
 

���� = ���� + �,       �� = �� + � ,        ���� = ���� +

�                                                                                                  (4) 
 

From (3) and (4), we get  
 

���� =
�������� + �� − �������� + ��

���� + �� − �(���� + �)
                                  (5) 

 

Now by apply Taylor’s numerator, expanding ���� +

�)��� ������ + �� of (5) is 
 

�������� + �� − �������� + ��

= ���� ��(�) +
��

1!
f  (�) +

��
�

2!
� ′′(�) + ⋯ � 

                                                                − �� ��(�) +
����

1!
f  (�)

+
(����)

�

2!
� ′′(�) + ⋯ � 

 

Since � is the zero of �(�) = 0. As �(�) = 0 and ignoring 
higher degree terms, we have 
 

=
���� ∙��

�

2!
� ′′(�) −

��(����)
�

2!
� ′′(�) 

 

So �� is small, we neglecting��
�, (����)

� and higher degree 

terms, we get 
 

�������� + �� − �������� + ��

=
���� ∙����� − �����

2!
∙� ′′(�)                                                      (6) 

 

Again the denominator of (5) is 
 

���� + �� − ������ + ��

= ��(�) +
��

1!
f  (�) +

��
�

2!
� ′′(�) + ⋯ � 

                                       − ��(�) +
����

1!
� ′(�) +

(����)
�

2!
� ′′(�)

+ ⋯ � 

So, we neglecting��
�, (����)

�and higher order terms, we have 
 

���� + �� − ������ + ��

= (��
− ����)�

′(�)                                                   (7) 

 
Using (6) and (7) equation (5) becomes 
 

���� =
1 2!∙���� ∙����� − �����⁄

(�� − ����)
∙
� ′′(�)

� ′(�)
 

����
= ������
∙�                                                                                               (8)  

Where 
�′′(�)

��′(�)
= � is a finite constant. 

Let � be the rate (order) of convergence, then we have  

�� ≤ ����
�

∙� ′ 

or taking 

�� = ����
�

∙� ′                                                 (9) 

Eliminating ���� from (8) and (9), we have 

 

���� = (
��

��
)
�
�� ∙��� = ��

��� �� ∙
�

(� ′)
�
��
                                   (10) 

Also  

���� = ��
�
� ′                                                      (11) 

 

The value of ���� equation from (10) and (11), we have 
 

��
��� �� ∙

�

(� ′)
�
��
= ��

�
∙� ′                                                        (12) 

Now choosing � ��� � ′ so that � ′ =
�

�� ′�
�
��
 

� = � ′(� ′)
�
�� = (� ′)

��� ��                                                       (13) 
 

That is equation (13) becomes 
 

�
�

��� ��
= ��

�
 

⇒                                            1 + 1
�� = �       ��    �� − � − 1

= 0 

⇒                                                  � =
1 ± √1+ 4

2
  =

1 ± √5

2
 

Choosing +ve sign, we have 
 

� =
1+ √5

2
=
3.236

2
= 1.618 

 

Therefore it is rate (order) of convergence of Method of False 
position. 
 

Newton-Raphson (N-R) method 
 

When the derivative of �(�), can be easily found, by the 
process of Newton-Raphson method the correct zero of the 
equation �(�) = 0 can be computed. Let �� be an estimate to 

the zero of �(�) = 0. Suppose∆� be an enhancement in �, i.e. 
�� + ∆� is a correct zero. Such that 

�(���� + ∆�) ≡ 0 

Expanding �(�� + ∆�) by Taylor’s series the point ��, then we 

have 

����� +
∆�

1!
f  ���� +

(∆�)�

2!
� ′′���� + ⋯ = 0 

Because(∆�) is a very small quantity, then ignoring(∆�)� and 
higher powers, so we get 

����� + ∆�� ′���� = 0 

⇒                                                                   ∆� = −
�����

� ′����
 

Hence, we obtain the iteration method, we have 

���� = �� + ∆� = �� −
�����

� ′����
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���� = �� −
�����

� ′����
 ,       (�

= 0,1,2,… )                                             (14) 
Equation (14) is called Newton- Raphson formula. 
 

Order of convergence of the Newton-Raphson method 
 

Let any number � for �(�) = 0 is precise zero of 
equation�(�) = 0, and �� small quantity by which �� deferent 

from�, simillerly, ���� is a quantity by which ���� wary for � , 

then we have 
 

�� = � + ��, ���� = � + ����                                   (15) 

 
From (15) equation (14) become 
 

���� = �� −
��� + ���

f  �� + �����
                               (16) 

 

Expanding ��� + ������ f  �� + ����� by Taylor’s series 

equation (4) is  

���� = �� −
�(�) +

��
1!
� ′(�) +

��
�

2!
� ′′(�) + ⋯

� ′(�) +
��
1!
� ′′(�) + ⋯  

 

Since � is the zero of �(�) = 0, as �(�) = 0, we have 

���� = �� −

��
1!
� ′(�) +

��
�

2!
� ′′(�) + ⋯

� ′(�) +
��
1!
� ′′(�) + ⋯  

 

So �� is small, therefore neglecting �� higher order terms, we 

get 

���� = �� −
[���

′(�) +
��
�

2
� ′′(�)]

[� ′(�) + ���
′′(�)] 

 

 

���� =
��
�� ′′(�)

2� ′(�)[1 + ��
� ′′(�)
� ′(�)

]

=
��
�� ′′(�)

2� ′(�)
�1 + ��

� ′′(�)

� ′(�)
�

��

 

Using binomial expansion, we have 

���� =
��
�� ′′(�)

2� ′(�)
�1 − ��

� ′′(�)

� ′(�)
+ ⋯ � 

Ignoring the higher order term, we have 

���� =
��
�� ′′(�)

2� ′(�)
 

Now we put 
�′′(�)

��′(�)
= �, where � finite constant, we have  

���� = ���
� 

This implies 
����

��
� = � 

Comparing with  

lim
�→ ∞

[
����

��
�
]≤ � 

Since the index of �� is 2, then the rateof convergence of (N-R) 

method is 2. So this is a quadratic convergent. 
 

 
 

Secant Method 
 

Newton-Raphson method is very powerful and it has big 
weakness, but the evaluation of derivative involved 
occasionally is difficult, thus recommended the idea of 

changing the derived  � ′���� in Newton-Raphson formula 

given below 

���� = �� −
�����

� ′����
                                                                    (17) 

In this method derived can be estimated by a backward finite 
divided deference 
 

� ′���� ≅
����� − �(����)

�� − ����
                       (18) 

 
From (17) and (18), we get 
 

���� = �� −
�� − ����

����� − �(����) 
����� ,              �

≥ 1,               (19) 
 
Equation (19) is called secant method formula. This method 
almost same as method of False position, but in this method it 
does not require the condition �(��)�(��) < 0.  
 

Order of convergence of secant method 
 

Let any number � for �(�) = 0 is precise root of 
equation�(�) = 0, and �� the error in the guess of  �� , then we 

have 
 
���� = � + ����,       �� = � + �� ,        ���� = � +

����                                                                                             (20) 

 
From (19) and (20), we have 
 

���� = �� −
���− �������� + ���

��� + ��� − ��� + �����
                                      (21) 

Now expanding ��� + ���by Taylor’s theorem, we have 

 

��� + ��� = �(�) +
��

1!
f  (�) +

��
�

2!
� ′′(�) + ⋯  

Since � is the zero of �(�) = 0, As �(�) = 0, we have 

��� + ��� =
��

1
� ′(�) +

��
�

2
� ′′(�)

+ ⋯                                                              (22) 
Again the denominator of (21) is 

��� + ��� − ��� + ����� = ��(�) +
��

1!
� ′(�) +

��
�

2!
� ′′(�) + ⋯ � 

− ��(�) +
����

1!
� ′(�) +

����
�

2!
� ′′(�) + ⋯ � 

��� + ��� − ��� + �����

= ��� − ������
′(�) +

(��
� − ����

� )

2
� ′′(�)

+ ⋯                              (23) 
Using (22) and (23) equation (21) becomes 
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���� = �� −
[���

′(�) +
��
�

2
� ′′(�) + ⋯ ]

[� ′(�) +
��� + �����

2
� ′′(�) + ⋯ ]

 

Dividing nominator and denominator by � ′(�), we have 

���� = �� − ��� +
��
�

2

� ′′(�)

� ′(�)

+ ⋯ ��1 +
��� + �����

2

� ′′(�)

� ′(�)
+ ⋯ �

��

 

Or 

���� = ������
� ′′(�)

2� ′(�)
+ �(��

����� + ������
� ) 

���� = � ������                                                  (24) 
 

Where 
�′′(�)

��′(�)
= � constant and higher power of is �� neglected 

and where (24) is error equation.   
  

Let � be the rate (order) of convergence, then by the definition, 
we have  
 

�� = ����
�

∙� ′                                                                               (25) 

⇒                                                               
��

����
�

= � ′ ⇒    ����

= �
��

� ′
�

�
��

 
 

Equation (24) becomes 
 

���� = �� ∙�
(��)

�
��

(� ′)
�
��

 

���� = ��
��� �� ∙

�

(� ′)
�
��
               (26) 

Similarly  

���� = ��
�
� ′ 

 
Therefore equation (26) becomes  
 

��
�
∙� ′ = ��

��� �� ∙
�

(� ′)
�
��
                             (27) 

 
Equating power of �� both sides 

 

⇒                                                     1+ 1
��

= �       ��    �� − � − 1 = 0 

⇒                                                                 � =
1 ± √1+ 4

2
  

=
1 ± √5

2
 

Choosing +ve sign, we have 
 

� =
1+ √5

2
=
3.236

2
= 1.618 

 

This is the order of convergence of secant method and the 
convergence is referred to as superliner convergence. We note 

that, this method fails if at any iteration����� = �(����), and 

show that it does not converge. 
 

Muller Method 
 

Muller method is an iterative method in which do not require 
derivative of the function. Muller method is beneficial in 
evaluating the roots of polynomials. It is a similarity of the 
secant method. In this method the function �(�) is 
approximated of the root. Let as assume for �(�) a polynomial 
of second degree is given by  

�(�) = ��(� − ��)
� + ��(� − ��)

+ ��                                                            (28) 

Substituting � = ��,���� ��� ����. Let �(��) = ��, ������� =

���� and �(����) = ����, determine �� ,�� and ��, then we 

have 

�� = ��(�� − ��)
� + ����� − ��� + ��

= ��                                               (29) 

���� = ��(���� − ��)
� + ������� − ���

+ ��                                                 (30) 

���� = ��(���� − ��)
� + ������� − ���

+ ��                                                 (31) 
From equations (29)-(31), we get  
 

�� = ��                                           (32) 

�� =
1

�
���� − �����

�
��� − �����

− ��� − �����
�
��� − ������                 (33) 

�� =
1

�
�(�� − ����)��� − ����� − (��

− ����)��� − ������       (34) 

Where  

� = (���� − ��)
������ − ��� − ����� − ���

�
����� − ��� 

� = (�� − ����)��� − �����(���� − ����)                          

                                     (35) 
 
Solving the equation (28) for (� − ��) and taking �by ����, we 

get 
 

���� = �� −
2��

�� ± � ��
� − 4����

,       � = 2,3,…                      (36) 

 
The sign in the denominator is selected so that the denominator 
becomes largest in magnitude. 
 
Generally, Muller method of iteration converges quadratically 
almost for all initial approximations. If no better 
approximations are known, we can put ���� = −1,���� = 0and 

�� = 1.  

 
Rate (order) of convergence of Muller method 
 
Let any number � for �(�) = 0 is exact root of equation 
�(�) = 0, on substituting, �� = � + ��, ���� = � + ���� and 

���� = � + ���� 

From (35), we have  

⇒                     � = (� + �� − � − ����)�� + �� − � − �����(�

+ ���� − � − ����) 

� = ��� − �������� − ����������
− ����)                                                     (37) 

From (33), we get 
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⇒                                                  �� = �(� + ��) 

Expanding �(� + ��) in Taylors series 

�� = �(�) +
��

1!
� ′(�) +

��
�

2!
� ′′(�) +

��
�

3!
� ′′′(�) + ⋯  

Since � is the zero of �(�) = 0. As �(�) = 0, we have 

�� = ���
′(�) +

��
�

2
� ′′(�) +

��
�

6
� ′′′(�)

+ ⋯                                                (38) 
From (33), we get 

⇒                       �� =
1

�
[�� + �� − � − �����

�

���� + ��� − �(�

− ����� − (� + �� − � − ����)
� 

× ���� + ��� − �(� + ����)�] 

�� =
1

�
[��� − �����

�
���� + ��� − �(� − �����

− (�� − ����)
����� + ��� − �(� + ����)�] 

Since � is the zero of �(�) = 0. As �(�) = 0, we have 

�� =
1

�
[��� − �����

�
{����

′(�) +
��
�

2
� ′′(�) +

��
�

6
� ′′′(�) + ⋯ � 

− (�����
′(�) +

����
�

2
� ′′(�) +

����
�

6
� ′′′(�) + ⋯ )} − ��� − �����

�
 

× {(���
′(�) +

��
�

2
f  (�) +

��
�

6
� ′′′(�) + ⋯ ) 

− (�����
′(�) +

����
�

2
� ′′(�) +

����
�

6
� ′′′(�) + ⋯ )}] 

�� =
1

�
[��� − �������� − ���������� − ������

′(�)

+ ��� − �������� − ���������� − ����� 

× ���
′′(�) + ��� − �������� − ���������� − �����

1

6
{2��

�

+ ������ + ������ 

− ��������}�
′′′(�) + ⋯ ] 

From (37), we have 

�� = � ′(�)+���
′′(�)

1

6
{2��

� + ������ + ������

− ��������}�
′′′(�) + ⋯  

From (34), we get 
⇒                           ��

=
1

�
[��� − �����{(�(�) +

��

1!
� ′(�)

+
��
�

2!
� ′′(�) +

��
�

3!
� ′′′(�) + ⋯ ) 

− (�(�) +
����

1!
� ′(�) +

����
�

2!
� ′′(�) +

����
�

3!
� ′′′(�) + ⋯ )} 

− ��� − �����{(�(�) +
��

1!
� ′(�) +

��
�

2!
� ′′(�) +

��
�

3!
� ′′′(�) + ⋯ ) 

− (�(�) +
����

1!
� ′(�) +

����
�

2!
� ′′(�) +

����
�

3!
� ′′′(�) + ⋯ )}] 

Since � is the zero of �(�) = 0. As �(�) = 0, we have 

�� =
1

�
[
1

2
��� − �����{��� − �������� − ������

′′(�)

+
1

6
��� − �������� − ����� 

× {������� − ��������
�− ����

� �}� ′′′(�) + ⋯ ] 

�� =
1

2
� ′′(�) +

1

6
��� + ���� + ������

′′′(�) + ⋯  

Now we find  
��
� − 4���� = [� ′(�)]� + 2���

′(�)� ′′(�) + ��
�[� ′′(�)]� 

+
1

3
[2��

� + ������ + ������ − ��������]�
′(�)� ′′′(�) + ⋯  

−4 ����
′(�) +

1

2
��
�� ′′(�)

1

6
��
�� ′′′(�) + ⋯ � 

× [
1

2
� ′′(�) +

1

6
(�� + ���� + ����)�

′′′(�) + ⋯ ] 

= [� ′(�)]� −
1

3
(������ + ������ + ��������)�

′(�)� ′′′(�) + ⋯  

���
� − 4���� = � ′(�)[1 −

1

6
������� + ������ + �����������

+ ⋯ ] 

Where �� =
�(�)(�)

�′(�)
 ,    � = 2,3,…  

�� + ���
� − 4����

= 2� ′(�) �1 +
1

2
���� +

1

6
���

� − �����������

+ ⋯ � 

Hence, we obtain from (36), we have 

���� = �� − [�� +
1

2
��
��� +

1

6
��
���

+ ⋯ ][1 + {
1

2
���� +

1

6
���

� − �����������

+ ⋯ ]� 

= �� − [�� +
1

2
��
��� +

1

6
��
��� + ⋯ ][1 −

1

2
���� +

1

4
��
���

�

−
1

6
���

� − ����������� + ⋯ ] 

      =
1

6
������������ + ⋯  

Therefore, the error equation associated with the Muller 
method is given by  
 

 ���� = �����������                                          (39) 

Where  

� =
1

6
�� =

1

6

� ′′′(�)

� ′(�)
                                     (40) 

 

We now seek a relation of the form 

���� = � ′��
�
                                                                    (41) 

 

Where � ′ and � are to be determined. From (41) we get 

�� = � ′����
�
,   ��  ���� = � ′�� �⁄

��
� �⁄

 

���� = � ′����
�
 ,     ��  ���� = � ′�� �⁄

����
� �⁄

= � ′�(� �⁄ �� ��)⁄
��
� ��⁄

 

Substituting the value of ����,���� and ���� in (39), we have 

��
�
= �� ′�(��

�
�
�
�
��

)
�
�

��
�
�
�
�
��
                                         (42) 

 

Comparing the powers of �� on both sides, we get 

� = 1+
1

�
+

1

��
 

Or 
�(�) = �� − �� − � − 1 = 0                                          (43) 

 
The equation �(�) = 0 has the smallest positive zero of the 
interval (1,2), we use the N-R method to determine this root, 
we get 
 

���� = �� −
�����

�′����
= �� −

�(��
� − ��

� − �� − 1)

�(3��
� − 2�� − 1)
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Or 

���� =
2��

� − ��
� + 1

3��
� − 2��

� − 1
 ,    � = 0,1,…  

Starting �� = 2, we get 
 

�� = 1.8571,�� = 1.8395, �� = 1.8393,…  
Therefore, the root of the equation (43) is � = 1.84 
approximately. Where, the rate of convergence of this method 
is 1.84.  
 

Numerical Experiments 
 

In this part we are going to select some examples and realize 
the number of iteration that is needed for the given precision. 
We will apply in � = 0.1��. 
Example I.�(�) = �� − 2� − 5 = 0,[2,3] 
Example II.�(�) = ��� − 1,[−1,1] 

Example III. �(�) =
�

�
− sin(�) + 1 = 0,[−1.3,−0.5] 

In the Muller method for the example I, we take initial 
approximations as �� = 3, �� = 2and �� = 1, for example II, 
initial approximations as �� = 1, �� = − 1and �� = −6 and for 
example III initial estimatesare as �� = −0.5, �� = − 1.3 and 
�� = − 4. The results of the examples I-III aregiven in table 1. 
 

 
 

CONCLUSION 
 

In this paper, we defined different forms of non-linear 
equations and stated a number of methods to find the roots of 
such equations and also we discussed the procedure of 
convergent of some iterative methods. The bisection method is 
slow but steady. It is, however, the simplest method and it is 
never fails. If the evaluation of �(�)is rapid, then the use of the 
bisection is strongly advised. The method of Regula-Falsi is 
slow and it is first-order convergent. Most often, it is found 
superior to the bisection method. The secant method is faster 
than the (R-F) method. The most commonly used method is the 
Newton-Raphson method, once the initial value of the root has 
been found near to the actual root, the convergence of this 
method is faster. On comparing the above five methods, we 
conclude that Newton-Raphson and Muller methods have less 
number of iteration, so these are more efficient. Further, 
Newton-Raphson has the order of convergence 2, which is the 
greatest of all four. Hence Newton-Raphson is most effective 
out of these five methods. 
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