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Information retrieval has gained momentum due to increase in the various optimization algorithms. 
Information retrieval based on the user query needs challenging algorithms, since the features may 
vary between the user request and the documents in the database. This work introduces information 
retrieval system based on the clustering of the documents. The proposed approach performs the 
information retrieval through pre-processing, feature selection, and clustering. The proposed model 
uses the ACO algorithm for the feature selection and the k-means clustering algorithm for the 
clustering approach. When the query is provided by the user, the proposed model checks the 
similarity between the query and the each cluster and thus provides the documents in the cluster 
most similar to the query. The simulation uses two standard databases such as TREC, and the 20 
newsgroup for the processing.  From the simulation results, it is evident that the proposed ACO with 
the k-means algorithm has the improved accuracy 0.6105 and 0.4444 for the TREC and the 20 
newsgroup database respectively. Similarly, the proposed model has reduced fallout value of 0.1505 
and 0.165 for the TREC and the 20 newsgroup database respectively. 
 
 
 
  

  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 

INTRODUCTION 
 

Information retrieval is the emerging research field which 
allows the user to retrieve the required information from the 
database. When the database is larger in size, it is difficult for 
the user to get the required information from the database 
through the normal search process. This is where the 
information retrieval algorithms come in handy. Information 
retrieval has gained popularity due to the advent of the various 
data clustering and the feature selection algorithms. 
Information retrieval finds application in the various research 
fields, such as data mining, medical image retrieval, and the big 
data analyses. The retrieval of the information from the 
database depends on the query provided by the user. The 
information present in the database is searched based on two 
techniques. They are 1) navigational search, and 2) exploratory 
search. Information retrieval from the database has the 
following steps, 1) Pre-processing, 2) feature extraction and 
selection, and 3) Clustering the database.   Many algorithms 
use the query based models to retrieve the information from the 
database. Clustering based models [5] successively divide the 
database and match the queries with the each cluster.  
 

The query based schemes also use the implicit and the explicit 
based techniques for the information retrieval [6]. The query 

provided to the user is the combination of the words that 
specify the user interest. Matching of the queries with the 
documents in the clusters requires the exploratory search [10]. 
Because the documents from source articles for clustering may 
have been written by different groups, from different 
viewpoints, or have different writing style, clustering these 
textual materials is, therefore, a challenge due to the diversity 
of vocabulary used and the general lack of guidance regarding 
background knowledge that could provide domain information. 
Clustering [13, 16] with the high dimensionality of document 
representation usually causes poor performance of clustering 
results and affects the efficiency of clustering algorithms. Thus, 
optimizing the means of feature selection for low-dimensional 
document representation is very important in the document 
clustering task [2]. Some works [14] has utilized the ontology-
based techniques for the document clustering. But, the 
ontology-based techniques focus on the single task rather than 
multitasking [14].  
 

This work has introduced an information retrieval system based 
on the query based system. The proposed model achieves the 
information retrieval through, pre-processing, feature selection, 
and the clustering. The proposed model uses the traditional 
techniques such as stemming, stop word removal, tokenization 
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and the VSM for the pre-processing of the documents. Then, 
the required features for the information retrieval are selected 
with the use of the ACO algorithm. Then, the features are 
subjected to the dynamic reduction scheme. Then, the 
documents present in the database are clustered using the k-
means clustering algorithm. When the query is provided by the 
user, the query is matched with the each document in the 
cluster. Then, the documents in the cluster matching more 
similar to the query are retrieved. The metrics such as accuracy 
and fallout measure the proposed model.  
 

The major contributions of this work is enlisted as follows 
 

This work uses the ACO algorithm for the feature selection and 
the k-means clustering algorithm for the clustering of the 
documents. 
  

The rest of this paper is organized as follows: Section 2 
provides various literary works regarding the information 
retrieval. Section 3 provides the explanation about the proposed 
work. Section 4 provides the simulation results, and Section 5 
concludes the paper.  
 

Motivation 
 

LITERATURE SURVEY 
 

This section deals with the various literary works based on the 
information retrieval through the clustering algorithms.  
 

Muhammad Kamran Abbasi and Ingo Frommholz [1] proposed 
the information retrieval system based on the cognitive 
framework. This work is based on the principle of poly 
representation along with document clustering. Various 
information such as citations is used for representing the 
documents during the clustering process.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Lin Yue et al. [2] presented the automatic document 
organization for the information retrieval from the set of 
documents. They have also utilized various features for 
clustering the documents. The optimal feature selection 
technique utilized here suffers from the disadvantage, since is 
does not consider the dimension of the features. 
 

Malik Tahir Hassan et al. [3] presented the CDIM based 
information retrieval system. The proposed model allows the 
partitional clustering of documents to differentiate each 
document. The proposed methodology uses the semantic 
information in the documents to identify the discriminating 
features. Laith Mohammad Abualigaha et al. [4] proposed the 
feature weight scheme and dynamic dimension reduction for 
efficient utilization of the features in the documents. The 
method has used various optimization algorithms for the 
feature selection. The dynamic reduction scheme reduces the 
dimension of the selected featured to improve the retrieval 
process. The document clustering in the proposed scheme 
depends on the selected features using the k-means clustering 
scheme.   
 

Challenges 
 

The retrieval of the information from the database through the 
clustering algorithms faces various challenges. The challenges 
are enlisted as follows,  
 

 Text documents contain high dimensional informative 
and uninformative 20 features, besides it has more 
noisy features [4]. 

 K-means algorithm has difficulties in dealing with 
high dimension data [17]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 1 Architecture of the information retrieval system with the ACO 
 

 

Text documents 

Clustered text  

Documents 

 

Text database 

......... 

Pre-processing 

 

K-means clustering 

Dynamic dimension 
reduction 

Query matching 

Retrieved documents 

User query 

Tokenization 

Stemming 

Remove stop word 

VSM 

Feature selection 

Ant colony 
optimization 



International Journal of Recent Scientific Research Vol. 8, Issue, 7, pp. 18717-18722, July, 2017 
 

18719 | P a g e  

Architecture of the proposed information retrieval system 
 

The information retrieval algorithms from the large dataset 
have seen tremendous increase nowadays due to the 
development of the meta-heuristic algorithms. This paper has 
introduced the information retrieval system through the 
clustering approach. Figure 1 shows the block diagram of the 
proposed information retrieval system. The steps involved in 
the proposed system for the retrieval of the information from 
the database based on the user query is provided below, 
 

1. The data present in the text database are pre-processed to 
make it suitable for the feature extraction. Traditional pre-
processing techniques on the text such as tokenization, 
stop words removal, and stemming are applied to the 
documents present in the database.  

2. In the next step, the pre-processed data is provided to the 
ACO for selecting the appropriate features for clustering 
the documents in the database.  

3. The selected features are provided to the dynamic 
dimension reduction scheme. This eliminates the 
unwanted features from the selected features.  

4. The k-means clustering algorithm clusters the documents 
present in the database based on the features. 

5. When the user provides the query, the query is matched 
with the each document of the cluster. And the relevant 
documents to the user query are retrieved.  

 

Consider the text database T with N number of documents. 
The database is represented as follows,  
 

NtTT t  1                                                                  (1) 
 

where, the term iT represents the i -th document in the text 
database. The text document in the database contains a 
collection of various text documents. The text documents 
present in the database is the various collections of the texts. 
  

Pre-processing 
 

The initial step in the information retrieval is the pre-
processing. The pre-processing of the each document in the 
database improves the retrieval process. The pre-processing is 
done in the following steps,  
 

1. Tokenization 
2. Stop word removal 
3. Stemming and 
4. VSM 

 

Applying each pre-processing steps to the text documents 
provides text documents with no connecting words. Next, the 
pre-processed words are sent for the feature selection.  
 

Feature selection using ACO 
 

In this step, the required features for the information retrieval 
are selected with the use of the existing ACO algorithm. The 
ACO algorithm is the nature-inspired algorithm which finds the 
optimal solution based on the movement of the ant for food 
search. The movement of the ant from their colony for the 
search of the food can be modeled as a bidirectional problem. 
The ACO algorithm is more suitable for a minimization 
problem. The ACO algorithm best suited for the global search. 
The features required for the information retrieval primarily 

depends on the frequency of the words occurring in the text 
documents.  
 

Dynamic dimension reduction 
 

This work utilizes the dynamic reduction scheme [4] to 
eliminate the unnecessary features selected by the ACO 
algorithm. The dynamic reduction scheme uses the document 
frequency to eliminate the features. This is done in three steps 
as explained as follows,  
 

1. Find the frequency values of the document based on the 
average document frequency.  

2. Find the dynamic document frequency features in the each 
document.  

3. Initialize threshold value, and according to that threshold 
eliminate the features with the low dynamic frequency.    

 

Grouping of similar documents using K-means clustering 
 

This work uses the k-means clustering algorithm [11] to cluster 
the similar featured documents into a single cluster.               
The database is sent to the k-means clustering algorithm to 
identify the similar featured documents. The k-means 
clustering algorithm performs the clustering in two steps. They 
are 
 

1. The k-means clustering algorithm defines the number of 
cluster centers for performing the clustering 

2. The cluster point in the algorithms are placed near the 
cluster centers, and based on that new cluster centroids 
are found.  

 

The new cluster centroids found by k-means clustering 
algorithm reduces the squared error function. The equation 10 
expresses the squared mean function.  
 

2

1
minarg  

 


T

t By
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n
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C tm

T 
 

                                                 (2) 

 

where, the term t in the expression indicates the mean of the 

cluster, and the term t
n

aT   expresses the distance. The 

distance is calculated as the Euclidean distance. It is the 
measure the distance between the data point, and the cluster 
mean in the document. The k-0means clustering algorithm aims 
in reducing the error for the various values of the centroid 
point. The clusters provided are expressed by the equation 3.  
 

 qQBB Q ,.......,2,1,                                                    
(3) 

 

where, the term B expresses total clusters, q expresses the 

number of clusters and QB is the thQ  cluster. 
Algorithmic steps for k-means clustering 
 

The algorithmic steps of the k-means is expressed as follows,  
Let  nR TTTTT ,..,,..,, 21 be set of all the data points and 

 qb bbbB ,...,, 21  be the set of all the cluster centres. In the 
initialization the cluster centres randomly selected.  
Step 1: Random selection of the cluster centre cC : The 
equation 4 expresses the random selection of the clusters for 
the processing.  
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(4) 

 

where, the cluster points are expressed by the following 
equation.  
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where, the term R
q

RR bbb ,...,, 21 represents the randomly 
selected cluster centres. They carry the features such as 
keywords, semantic words.   
 

Step 2: Calculation of the distance between each data point 
and the cluster centre: The distance between the data points is 
calculated as follows,  
 

          RT
n

T
n

RT
n

T
nq

n
a SSwwBTdist   11,            (8) 

 

where,  q
n
b CDdist , represent the distance between the data 

point and the cluster,    RT
n

T
n ww 1  and 

   RT
n

T
n SS 1 represents that the distance between the data 

point and the cluster is minimum,  
 

Step 3: Assign a data point to the cluster center: Now calculate 
the distance between the various data poi9nts and the cluster 
center obtained through the random process.  
 

Step 4: Compute the new cluster centre: Now select the new 
cluster point based on the frequency of the various document 
features. The features with the maximum frequency are 
selected as the new cluster centroid point.  
 

Step 5: Compute the new distance based on the new cluster 
centre: The distance between the data point and the new cluster 
centre is calculated using equation 8. 
 

Step 6: Repeat steps 3 to 5, or stop if no reassignment: Repeat 
the steps 3-5 until no new groups are formed. 
 

Finally, the grouped features are formed into clusters and are 
given by the equation 9.  
 

 f
q

ff
b bbbB ,....,, 21

                                                          
(9)

  
 

where, f
q

ff bbb ,....,, 21  are the clusters after grouping and q
represents the number of clusters with key features. 
 

Matching of Query document with the clustered centroid  
 

In this step, the query document provided by the user is verified 
with the each cluster centroid. The features of the query are 
matched with each cluster. Then the clusters with the more 
similar documents related to the query are provided to the user. 
The query matching is done based on the similarity measure 
between the documents. For the each matching, the similarity 
measure is calculated. Then the documents having the higher 
similarity measures are retrieved.  
 

RESULTS AND DISCUSSION 
 

This section presents the results obtained through the proposed 
information retrieval process. The metrics such as accuracy and 
fallout measure the performance of the proposed model. 
Various standard databases are used for the performance 
analysis.  
 

Experimental setup 
 

The simulation tool MATLAB 2015a finds the performance 
analysis of the proposed information retrieval system against 
various existing works such as GA, HS, and PSO. The 
evaluation metrics analyzing the performance of the each 
model is explained as follows,  
 

Accuracy: The accuracy of the information retrieval process 
defines the ratio o f the number of accurately classified 
instances to the total number of instances in the model. The 
accuracy metric is defined in term of the true positive, true 
negative, false positive, and false negative. 
  

Fallout: The fall out metric defines the inverse of the 
specificity. It defines the total number of non-relevant 
documents retrieved by the algorithm. Hence, the value of the 
fallout must be very low for the increased performance.  
 

Performance analysis of the proposed model with the TREC 
database 
 

This section shows the performance analysis of the proposed 
work with the TREC database. The analysis is done for the 
various training values of the TREC database vs. i) accuracy 
and ii) fallout. Figure 2.a shows the performance analysis of the 
proposed information retrieval system for the TREC based on 
the accuracy metric. When 50 % data of the TREC database is 
trained, the existing GA, HS, and the PSO algorithms have the 
accuracy value of 0.5073, 0.5077, and 0.4718. The proposed 
ACO + k-means approach has increased accuracy value of 
0.6145. While increasing the training percentage to 80, the 
existing algorithms GA, HS, PSO has the accuracy value of 
0.5187, 0.5134, and 0.5782. The proposed model has the 
overall increased accuracy value of 0.6105. Hence, the increase 
in the training percentage has negligible changes in the 
accuracy. Figure 2.b shows the performance analysis of the 
proposed information retrieval system for the TREC based on 
the fallout metric. The method with the reduced fallout can be 
considered as the better model. When 50 % data of the TREC 
database is trained, the existing GA, HS, and the PSO 
algorithms have the fallout value of 0.1634, 0.1706, and 0.183. 
The proposed ACO + k-means approach has reduced fallout 
value of 0.1545. For the training percentage = 80 %, the 
existing algorithms GA, HS, PSO has the fallout value of 
0.1777, 0.1875, and 0.1694. The proposed model has the 
fallout value 0.1505.   
 

Performance analysis of the proposed work with the 20 
newsgroup database 
 

This section shows the performance analysis of the proposed 
work with the 20 newsgroup database. The analysis is done for 
the various training values of the 20 newsgroup database vs. i) 
accuracy and ii) fallout. Figure 3.a shows the performance 
analysis of the proposed information retrieval system for the 20 
newsgroup based on the accuracy metric.  
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When 50 % of the 20 newsgroup database is trained, the 
existing GA, HS, and the PSO algorithms have the accuracy 
value of 0.3745, 0.3748, and 0.3854. The proposed ACO + k-
means approach has increased accuracy value of 0.4035. While 
increasing the training percentage to 80, the existing algorithms 
GA, HS, PSO has the accuracy value of 0.3741, 0.3798, and 
0.401. The proposed model has the overall increased accuracy 
value of 0.4444. Figure 3.b shows the performance analysis of 
the proposed information retrieval system for the 20 newsgroup 
based on the fallout metric. When 50 % data of the TREC 
database is trained, the existing GA, HS, and the PSO 
algorithms have the fallout value of 0.2051, 0.1945, and 
0.1875. The proposed ACO + k-means approach has reduced 
fallout value of 0.1747. For the training percentage = 80 %, the 
existing algorithms GA, HS, PSO has the fallout value of 
0.1879, 0.1914, and 0.1911. The proposed model has the 
fallout value 0.165.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
DISCUSSION 
 

This section analyzes the various simulation results obtained by 
the proposed models and the existing works. Table 1 provides 
the comparative results of the proposed models and existing 
works such as GA, HS, and PSO. For the TREC database, the 
existing works have achieved an accuracy value of 0.5187, 
0.5134, and 0.5782. The existing algorithms GA, HS, and PSO 
have the fallout value of 0.1777, 0.1875, and 0.1694. The 
proposed information retrieval system with the ACO and the k-
means has the overall increased accuracy value of 0.6105 and 
0.4444 for the TREC and the 20 newsgroup database 
respectively. Similarly, the proposed model has reduced fallout 
value of 0.1505 and 0.165 for the TREC and the 20 newsgroup 
database respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
CONCLUSION 
 

This work introduces a query-based information retrieval 
system. The proposed model achieves the information retrieval 
through, pre-processing, feature selection, and the clustering.  
The proposed model uses the traditional techniques such as 
stemming, stop word removal, tokenization and the VSM for  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

the pre-processing of the documents. Then, the required 
features for the information retrieval are selected with the use 
of the ACO algorithm. Then, the features are subjected to the 
dynamic reduction scheme. Then, the documents present in the 
database are clustered using the k-means clustering algorithm. 
When the query is provided by the user, the query is matched 
with the each document in the cluster. Then, the documents in 
the cluster matching more similar to the query are retrieved. 
The proposed retrieval process is analyzed with the TREC and 
the 20 newsgroup database. From the simulation results, it is 
evident that the proposed ACO with the k-means algorithm has 
the improved accuracy 0.6105 and 0.4444 for the TREC and 
the 20 newsgroup database respectively. Similarly, the 
proposed model has reduced fallout value of 0.1505 and 0.165 
for the TREC and the 20 newsgroup database respectively. 

  
a) Accuracy b) Fallout 

 

Figure 2 Performance analysis of the proposed work with the TREC database 
 

  
a) Accuracy b) Fallout 

 

Figure 3 Performance analysis of the proposed work with the 20 newsgroup database 
 

Table 1 Comparative analysis of proposed model based on 
the evaluation metrics 

 

Database Evaluation 
metrics 

Comparative models 

GA HS PSO 
Proposed 
ACO + k-

means 

TREC Accuracy 0.5187 0.5134 0.5182 0.6105 
Fallout 0.1777 0.1875 0.1694 0.1505 

20 news 
group 

Accuracy 0.3741 0.3798 0.401 0.4444 
Fallout 0.1879 0.1914 0.1911 0.165 
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