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Nowadays because of availability of smart devices, programming techniques, sensors, radio 
frequency technologies as well as wireless sensors networks, the internet of things (IoT) is giving 
lives smart and easy as compared to the previous decade. Due to multiple connected sensors, 
generation of data is in massive scale which refers to “Big data”.  Collecting, storing, processing, 
analyzing this data it is a hard job. The solution for this problem needs some data storing and 
analytic platform. Huge, fastest and secure cloud is one of the best solutions, which gives perfect 
scope for IoT applications. The paper focuses on various big data aspects and big data analytics 
platforms for cloud computing area. 
 
 
 
 
 
 
 

  

  
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 
 
 
 
 

 
 

 
 

 
 
 

 
 

  
 

 
 

INTRODUCTION 
 

The internet of things is the collection of some important things 
physical and Virtual. This is transforming normal human life 
into smart human life. In software and embedded industry ‘IoT’ 
is popular but the reason behind this Popularity is cost-
effective, tiny in size, low powered sensors. They are playing a 
crucial role in home automation, industrial automation, smart 
parking, wearable devices, health monitoring, etc. The 
technology of wireless sensors plays backbone role to give 
seamless connection to a real world (physical) with help of 
virtual world getting physical things sense by environment 
when supports with the inputs and responses given by sensors 
changing data. As per the static report of international data 
corporation (IDC),(R. Villars, C. Olofson and M. 
Eastwood,2011), every two years data size is double, and up to 
2020 the data generate and copy annually will reach 44 
zettabytes.  
 

Motivation 
 

Big data becomes an insignificant trend and it will change the 
whole science scope. In figure .1, big data characterized by 
four terms (zhang yaoxue1, ren ju1, liujiagang):  
 

1. Volume- continuously growing volume of data from 
different sensors and sources, which is unable to handle 
traditional database. 

2. Variety- various data collected via sensors, smart phones 
and social networks. The data collected in Structured 
data: Relational data, Semi-Structured data: XML data, 
Unstructured data: Word, PDF, Text, and Media Logs. 

3. Velocity- the acquisition speed of the data and 
additionally the speed.4) value-Big Data implies the 
extraction of knowledge or patterns out of the raw data. 
Characteristics give great challenges in front of the 
Traditional computing in terms of massive-scale data 
and complex data collecting, storage, staging, 
processing. 

 

 
 

Figure 1 The “4V” characteristics of big data 
 

Worldwide popularity in terms of big data. Besides, some 
mature distributed data storage and processing technologies, 
like (HDFS) Hadoop distributed file system, MapReduce, 
NoSQL database, and Hive, can be implemented in a cloud 
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environment and integrated with the cloud computing 
framework to address the challenges of big data storage, 
processing and analytics. Amazon Elastic MapReduce (EMR) 
is one of the delegates that utilize a hosted Hadoop framework 
running on (EC2) cloud to provide cost-effective big data 
services (l. chang, r. ranjan, z. xuyun, et al.,2013).cluster 
computing is one of the best solutions for the big data analysis, 
the experimental results show that the search time and response 
time is improved [4].data analytic frameworks like MongoDB 
Repository, IMDB, CiDAP, IoTDSF it will give different 
characteristics, used technology and its limitations(zhiming 
ding · jiajiexu · qi yang “seaclouddm). 
 

Internet within one minute  
 

When thinking about the internet connectivity, how much data 
will collect within one minute from social media form different 
social applications those most peoples are using likeWhatsApp, 
Facebook, E-Mail, Google, Instagram and so on. In the year of 
2016 -17 analysis of these social data Shown in figure2. 
(Twitter “collection of data from social media in 2016 and 
2017 online) 
 

 
 

Figure 2 Collection of data from social media. 

Table 1. Shows the difference between traditional data & IoT 
related big data. The traditional data supports Atomicity, 
Consistency, Isolation, and Durability (ACID) model whereas 
IoT related data support Consistency, Availability, Partition-
tolerance (CAP) theorem & Basic Availability, the traditional 
data supports data in Gigabytes. The IoT related data supports 
in petabyte and Exabyte and database in NoSQL, Hadoop and 
important thing is data source in distributed format (A. 
Silberschatz, H. F. Korth, S. Sudarshan,2001)(Salomé Simon. 
(2012)). Shifting India towards IoT platform, The Indian 
Government proclaimed that $15 billion would be invested for 
the development of IoT marketplace up to the year 2020 and it 
will.Inintegration (IoT&Big data) to this, they have 
superimposition multiplier effect as shown in figure 
3(DeitY.online) 
 

Table 1Traditional Data versus IoT 
 

 
 

CAP theorem states that for a latest distributed system it’s not 
possible to fulfill three requirements of consistency, availability 
and partition-tolerance at the same time. It is not probable to 

process IoT related big data in traditional ways. So cloud 
computing platform the IoT applications with suitable and 
enough resources in terms of storage, processing power and 
communication. The Concourse of IoT, Big Data and Cloud 
Computing in figure 4. 

 
 

Figure 3Value-based Multiplier Effect of the confluence of IoT and Big Data 
 

Challenges of Big Data 
 

Due to the different characteristics of big data, already 
implemented technologies and its theories of data management 
cannot fulfill the needs of big data (C. Chen and C. Zhang, 
2014). 
 

1. Variety of data- generated from heterogeneous 
devices makes discovering the related knowledge and 
information patterns hidden in data become 
challenging.  

2. Traditional data management- technologies are not 
able to satisfy the requirements of big data storage (P. 
Russom, 2011)(S. Chaudhuri, 2012). Thus, how too 
easily and effectively store a large volume of 
information in order to efficiently process the data and 
it will give better recognize related knowledge hidden 
in information.  

3. Heterogeneous data- like multimedia streaming data 
is continuously created at a high rate and sometimes 
has to be processed in a real-time manner. (S. Meng 
and L. Liu, 2013)  

 

As per CAP a distributed system it’s not possible to fulfill 
requirements. Different data cloud platform, security and 
privacy of important data. (A. R. Pathak and B. Padmavathi, 
2014).  
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Figure 4 Concourse of emerging technologies 

Cloud Computing and Its Related Technologies For Big Data 
 

The Cloud computing is a network computing example, which 
supports on-demand access to a huge number of and any time 
for organizations and individuals(zhang yaoxue1, ren ju1,2017) 
Service provides via a network at any place significant changes 
in modern communications technology. 

 
 

Figure 5 Framework for big data in cloud computing 
 

Storage system of files 
 

Cloud computing platform supports as per demand network 
access to computing sources. Files systems are the basic 
building of the architecture of cloud computing. It is consist of 
many computer nodes with an availability of fault-tolerance 
and good scalability. From the all the available files Google file 
system (GFS) (S. Ghemawat, H. Gobioff and S.T. 
Leung,2003)and Hadoop distributed file systems (HDFS) (T. 
White, Hadoop,2009). Because of the larger volume and 
continues generation, big data requires a larger amount of data 
storage space. The file systems GFS and HDFS is the 
implementation a common interface include applications which 
are in IaaS platform, they are handling big data with good 
effect. 
 

Database management 
 

Different database systems are developed to process various 
datasets at a different scale for supporting various applications 
.the traditional database (relational database) unable to handle 
large scale of data. NoSQL is playing the very important role 
promoting the solution of big data storage. NoSQL database is 
given in table 2. 
 

Table 2 The classic DBMS based on NoSQL DBMS based 
 

 
 

Execution tools 
  

Big data processing modes are classified in two ways that is 
stream processing and batch processing (R.M. Chang, R.J. 
Kauffman and Y.O. Kwon,2014).in the stream processing 
value  of data reduction as times goes, while in batch  
processing firstly data is stored and  then can be  processed off-
line or online.MapReduce is one of the popular tools for batch 
processing modes.it is programming model developed for 
processing large scale of data in parallel by separating work in 
the group of independent tasks. MapReduce is having two 
important phase in data processing that is map phase and 

reduce phase. . The Framework of MapReduce is shown in 
figure 6. Spark (M. Zaharia, M. Chowdhury, M.J. Franklin, et 
al., 2010)is a framework in-memory data-processing that is 
compatible with Hadoop data sources but runs faster than 
MapReduce. For machine learning task spark is particularly 
suitable and interactive query base as well as it is very easy for 
a developer because it includes API in Python, Java, and Scala. 
Spark streaming is an extenuation of core Spark API that able 
to do real-time stream data processing. “DStream” stands for a 
sequence of Resilient distributed datasets (RDDs).it is 
integration into Spark framework and it can handle graph 
processing algorithm and spark learning  But, Spark cannot 
conduct the group reduction operation and the only uses one 
task (at a time) to collect the results. It may seriously affect the 
scalability. The framework of spark is shown in fig. 
 

 
 

Figure 6 Map Reduce framework 
 

 
 

Figure 7 The Spark framework 

CONCLUSION 
 

The number of physical devices being connected to the Internet 
is increasing at a high rate driving the world to the area of 
Internet-of-things. Increasing volume, velocity in big data 
making big influences in IoT era.  Different kinds of data 
processing and platform services can be seamlessly attended in 
the cloud environment. The data storage and    analysis is the 
core and most important part of any system. Some important 
terms like scalability, availability, consistency   and 
interoperability   should be considered while designing the 
analytic platform. 
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