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Efficient segmentation and classification of the retinal image enables accurate diagnosis of the 
Diabetic Retinopathy at the early stages. This prevents the vision loss of the patients. Existing edge 
detection techniques could not accurately segment the fundus images due to the presence of noise 
and high-frequency contents. This paper proposes a Hybrid Morphological-based Scanning Window 
Analysis and Hit-or-Miss Transformation (HMSWA-HMT) and Difference Subspace Sparse 
representation based Classification (DSSRC) approach to segment and classify the retinal image, for 
the efficient diagnosis of Diabetic Retinopathy. The morphological operators are applied to 
minimize the noise or enhance the image. The SWA method provides better localization irrespective 
of the complex disorder patterns in the image. The HMT detects the significant points such as 
bifurcations points, ridge and vessel ends that are able to define the vascular skeleton. The 
Difference Subspace Sparse representation based Classification (DSSRC) method focuses on 
improving the distinguish ability for the classes rather than the representation capability for the 
samples. From the experimental analysis, it is observed that the proposed HMSWA-HMT approach 
achieves better performance in terms of accuracy, sensitivity, true positive rate and specificity and 
requires minimum time complexity than the existing segmentation and classification techniques. 
 

 
 

 
 

 
 

 
 
 

 
 

 
 

 
 
 
 
 

 
 

 

 
 

 
 
 

 
 

 
 
 
  

 

 
 

INTRODUCTION 
 

Diabetic retinopathy (DR) occurs due to the damage of small 
blood vessels in the retina through the leakage of fluid or 
hemorrhage, due to the increase in the blood sugar levels. The 
DR causes vision impairment and blindness among the patients 
suffering from diabetes mellitus. It is the major cause of 
blindness in the people aged from 20-64. The DR affects 
almost 3.4 percent of the population. There is a steady increase 
in the population affected by DR to 126.6 million in 2010. By 
2038, it will rise to 191.1 million [1]. Among them, nearly one-
fourth have vision-threatening disease that causes severe 
damage to the retina or vision loss. The DR is classified into 
two types such as Proliferative DR (PDR) and non-PDR 
(NPDR). The DR remains undiagnosed until it causes severe 
retinal image. Mostly, a few blood spots may spread over the 
visual field and disappear after a few hours. Hence, the patients 
could not able to recognize any symptoms at the early stage of 
DR. After few days, the blood vessels will start to bleed 
without any prior symptoms and causes complete vision loss in 

the patients. The precipitation of the plasma protein in the 
retinal region causes formation of the bright lesions such as 
hard exudates and cotton wool spots. The bright lesions look 
like bright, reflective, white or cream-colored lesions on the 
retinal images. The segmentation of the bright lesions in the 
retinal images facilitates the automatic screening of the DR. To 
identify the severity of the DR, it is necessary to detect the 
bright lesions [2]. Automatic detection of the bright lesions 
caused by the DR is essential to avoid the loss of vision. The 
detection of bright lesions can be predicted using effective 
image processing algorithms for detecting the severity of the 
disease. 
 

Various schemes for the segmentation of the retinal blood 
vessel and classification of the retinal images based on the type 
and severity of the diseases are developed [3-10]. Nayak et al. 
[11] proposed a method for the automatic classification of 
retinopathy based on the Artificial Neural Network (ANN) for 
the early detection of the DR. The existing methods enable 
accurate detection of DR at the early stages. However, these 
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techniques require high computational complexity and large 
training to the classifiers [12]. Detection of the significant 
points such as terminal, intersection and bifurcation points 
provides information about the vascular structure and facilitates 
efficient diagnosis of the retinal disease [13].  
 

This paper proposes a hybrid retinal image segmentation and 
classification approach. The input image is enhanced for 
removing the unwanted distortions. A hybrid method of H-
MSWA-HMT is applied for the segmentation of image. To 
remove the spurs from the edges in the retinal image, the SWA 
is combined with the morphological operations. It is utilized for 
the optical point of convergence. The optimal features are 
obtained from the segmented image. The DSSRC is applied for 
the classification of the retinal images into normal (MA) and 
abnormal (non-MA) images. 
 

The main contributions of the proposed work are  
 

 Detection of the significant points in the retinal vascular 
tree. 

 Segmentation of the ridge end, bifurcation points and 
vessel ends from the image. 

 Extraction of optimal features from the segmented 
image. 

 Classification of the retinal image into normal and 
abnormal images by using the optimal features. 

 

The detection of significant points in the retinal vascular tree 
increases the information about the vascular structure allowing 
its use for medical diagnosis. In this work, three types of 
relevant points such as end points, bifurcations and crossing 
points are distinguished. The end points define the beginning 
and the end of a retinal blood vessel. Bifurcations represent the 
joining points and separating points of two different blood 
vessels. The crossing point represents two different overlapping 
vessels located in different planes. This helps in the 
identification of arteriovenous nicking and diagnosis of 
hypertension. 
 

The sections in the manuscript are systematized in the 
following order: Section II describes an overview of the 
prevailing retinal image segmentation techniques. Section III 
explains the proposed work including HMSWA-HMT based 
image segmentation and DSSRC-based classification approach. 
Section IV illustrates the comparative analysis of the proposed 
work and existing classification techniques using the 
benchmark datasets. The concluding statements of the proposed 
work are discussed in Section V. 
 

Existing Image Segmentation Approaches 
 

Nguyen et al. [14] suggested a method for finding the blood 
vessels from the retinal images in an automatic way based on 
the line detection method. Accurate segmentation on the central 
reflex vessels is achieved while ensuring the efficient 
separation of the close vessels. Chen et al. [15] presented a 
novel approach for the segmentation and registration of the 
retinal image. The false detection is prevented through the 
hypothesis testing. Chauhan and Gulati[16] described the 
method for extracting the cup to optic disc ratio from the retinal 
images. The OTSU histogram is applied for the efficient 
segmentation of the optic disc and cup. Karimi and 
Pourghassem[17] proposed a method for the segmentation of 
the optical disk (OD) based on the spatial density of the 

grayscale pixels. The thresholding and averaging methods are 
used for detecting and differentiating the OD segments. The 
proposed method achieved high accuracy rate on the DRIONS 
and DRIVE datasets. Li et al. [18] presented a cross-modality 
learning based approach for the segmentation of vessel in the 
retinal image. A wide and deep NN with strong induction 
capability is proposed for modeling the transformation, and an 
efficient training strategy is presented. The proposed approach 
does not require any artificially designed feature and 
preprocessing step. The impact of subjective factors is reduced.  
 

Odstrcilik et al. [19] suggested a novel method for the 
segmentation of blood vessels with varying diameters in the 
high-resolution color fundus images. The novel segmentation 
method yielded maximum segmentation accuracy than the 
state-of-the-art methods. Zhao et al. [20] introduced a novel 
segmentation method based on the level set and region growing 
technique. High segmentation accuracy on the DRIVE and 
STARE databases is achieved. Azzopardi and Petkov[21] used 
a set of keypoint detectors for the detection of bifurcations in 
the segmented retinal images. The proposed filter achieved 
high precision and recall. Jiang et al. [22] proposed a fuzzy-
based algorithm for the efficient segmentation of retinal blood 
vessel. The fuzzy-based clustering is applied on the texture 
features for the segmentation of blood vessel based on the local 
gray value entropy. The algorithm achieved better performance 
in terms of sensitivity, Receiver Operating Characteristic 
(ROC) curve and specificity.  
 

Franklin and Rajan[23] developed an ANN based technique for 
the automatic segmentation of vessels in the fundus image. The 
proposed technique provided knowledge about the location of 
vessel for ensuring better screening of the DR. Orlando and 
Blaschko[24] presented a new method for the segmentation of 
blood vessel in the fundus images based on the conditional 
random field model. Mahapatra[25] proposed a new approach 
for combining the multiple annotations for image segmentation 
by utilizing the semi supervised learning approach and graph 
cut method. Accurate segmentation of the retinal image is 
achieved. Zhang et al. [26] presented an automatic filter-based 
approach based on the three-dimensional for the segmentation 
of retinal vessel. The LAD-OS is highly capable of dealing 
with crossings, closely parallel and tiny vessels and central 
arterial reflex. The improved computational speed of the filter-
based approach has ensured better processing of the large 
datasets. 
 

Proposed Work 
 

The images obtained from the DIARETDB1 [27] database is 
applied as input to the preprocessing step. The image 
enhancement is applied as a preprocessing technique for 
eliminating the unwanted distortion present in the retinal 
image. A hybrid method of morphological-based Scanning 
Window Analysis and Hit-or-Miss Transformation (H-MSWA-
HMT) is applied for the segmentation of image. After 
segmenting the ridge end, bifurcation points and vessel ends in 
the retinal image, the optimal features are extracted from the 
segmented image. The difference Subspace Sparse 
representation based Classification (DSSRC) is applied for the 
classification of the retinal images into normal (MA) and 
abnormal (non-MA) images. Due to the segmentation of the 
ridge end, bifurcation points and vessel ends and extraction of 
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the optimal features, the normal and abnormal images are 
classified efficiently. This facilitates the efficient diagnosis of 
the DR. Fig.1 shows the overall flow diagram of the proposed 
work. 
 

 
 

Fig 1 Overall flow diagram of the proposed work 
 

Image enhancement 
 

Image enhancement is a process for removing the unwanted 
distortion due to the decrease in the contrast, noise, 
inappropriate intensity saturation, blurring effect, etc., and 
determining the hidden information contained in the images 
[28, 29]. The decline in the image quality of the ocular fundus 
image occurs due to the factors such as media opaqueness, 
defocus or vicinity of relic [30, 31]. Image enhancement 
improves the quality of the images to be suitable for analysis, 
processing or viewing. The image histogram represents the 
distribution of pixel intensity in an image, in a graphical format 
and determines the rate of occurrence of the gray levels in the 
image. The horizontal line of the graph denotes the possible 
gray level in the images and horizontal line represents the number 
of occurrence of the gray level pixels. In a dull or brightest image, the 
gray level will be clustered to the limits of the histogram. In the 
versatile differentiated image, these gray levels will spread out over 
the significant regions. In the histogram equalization technique, the 
image intensity is adjusted so as to match the histogram of the output 
image with a specific histogram. This leads to the increase in 
the contrast level of the image. The pixel values of the output 
image are distributed uniformly throughout the specific range. 
The adaptive histogram equalization is applied for enhancing 
the contrast in the input image. The input image of the retina is 
illustrated in Fig.2. Fig.3 shows the green plane and Fig.4 
illustrates the histogram equalized image. 
 

 
 

Fig 2 Input image 

 
 

Fig 3 Green plane 
 

 
 

Fig 4 Histogram equalized image 
 

Image segmentation 
 

Segmentation process divides the whole image into multiple 
subsections for analyzing the region of interest (ROI) in the 
image. The segmentation process is stopped, when the object of 
interest is found. The segmentation is done based on the 
presence of discontinuities such as edges and similitudes in the 
image. Thresholding permits the splitting of an image into 
foreground and background by converting it into a binary 
image. It includes separation of the image into white or dark 
pixels by comparing the value of pixels with the threshold 
level. If the pixel intensity is found to be greater than the 
threshold value, it is considered as white pixel. If the pixel 
intensity is lesser than the threshold value, it is fixed as black 
pixel. The black pixel indicates the background and white pixel 
indicates the foreground. The thresholding procedure is highly 
beneficial for avoiding the futile subtle element and 
highlighting the region of interest. Edges contain the highly 
substantial data in an image. The edges are utilized to observe 
and isolate the objects. An edge in an image involves a visible 
distinction in the pixel values lying inside a specific range. The 
size of the rise in the pixel values is discovered for the edge 
recognition calculations. The Sobel edge detector [32] applies a 
couple of 3×3 convolution masks for evaluating the angles and 
slope in the X-direction and Y-direction, respectively.  
 

MSWA 
 

Morphology is highly suitable for the analysis or detection of 
shapes in the images. Erosion and dilations are the two main 
morphological procedures [33]. The dilation adds the pixels to 
the boundary of objects in the image and erosion removes the 
pixels from the boundaries. The opening process is the 
structured removal of boundary pixels in the image region and 
closing is the structured filling of the boundary pixels. The 
objects in the image are processed based on its shape 
characteristics. Usually, the size of the structuring element is 
3×3. The structuring element is initially located at the center 
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pixel and shifted over the image. The structuring elements are 
compared with the set of original pixels. The pixel lying below 
the origin of the structuring element is set to 1, based on the 
matching of double sets of structuring elements with the 
specific condition determined by the morphological operator. 
Otherwise, the pixel value is fixed to zero. These 
morphological operators are used for selecting or suppressing 
the features of certain shape or selecting the objects with a 
particular direction. The more refined operators consider zeros, 
ones and don't care's in the structuring element. The 
morphological operators can also be applied to gray level 
images to reduce noise or enhance the image. 
 

SWA 
 

The SWA is used to stimulate the characteristics after setting 
the thinned image to a single pixel [33]. Similarly, all the lines 
are reduced to one pixel. A 3×3 window is used for obtaining 
the information about the ridges and bifurcation. The thinned 
image is scanned from the top to bottom and left to the right by 
using the window. If the center pixel is found to be black, the 
presence of any ridges or bifurcation is detected. Hence, it is 
clear that only two pixels in the scanning window result in the 
end of the ridges. If the pixel count is greater than or equal to 
four, it leads to be a bifurcation. The scanning window of 
70×70 is used for the localization of optical focal point. The 
SWA method provides better localization irrespective of the 
complex disorder patterns in the image. This minutiae 
information is used for the recognition purpose.  
 

Hit-or-miss transformation (HMT) 
 

The HMT process is applied for discriminating the exact 
patterns in a binary image [34]. It is applied for detecting the 
significant points on an image by examining the image with a 
set of structuring element. The structuring element comprises 
two elements ���  representing the set of pixels that match with 
the foreground and ���  defining the set of pixels matching 
with the background. Both the background and foreground 
structuring elements are separate sets and they share the same 
origin, i.e., ��� ∩ ��� = 0. The HMT determines whether the 
origin belongs to the ���	���	���[35]. The HMT of a set ‘X’ 
by a complex structuring element � = (���, ���) is described 
as [13] 
 

����(�) = ����
(�) ∩ ����

(��)                                   (1) 
 

Where �� is the complement set of X. 
 

Terminal and bifurcation points  
 

The HMT is applied to the skeleton for detecting the terminal 
and bifurcation points by using multiple structuring elements. 
The foreground pixel is indicated by ones and background 
pixel is indicated by zeros. The structuring element is used in 
the orientations of the ���	���	��� . Totally, eight hit-or-miss 
iterations and 16 structuring elements are used for detecting the 
terminal and bifurcation points, respectively. The shape of the 
structuring element is related to the topology of the point. 
There will be a single neighbor for any terminal point 
surrounded by the background pixels. A bifurcation point 
requires three neighbors in the particular positions. 
 

Retinal skeleton is defined as a single-pixel dense structure that 
is completely eight-connected. The multiple paths that are 
essential in this type of eight-connectivity should be avoided, 

when the significant points belong to the skeleton. Before 
detecting the terminal and bifurcation points, there is a need to 
convert the connectivity of the skeleton from 8 to ‘m’, to 
remove the multiple paths [34].  
 

A pixel ‘p’ includes four horizontal and vertical neighbors 
��(�) and four diagonal neighbors ��(�). All neighbors are 
represented as eight-neighbors ��(�). Two binary pixels ‘p’ 
and ‘q’ are 8-connected, if ‘q’ is in the set ��(�). The binary 
pixels are m-connected if  
 

 The binary pixel ‘q’ is in ��(�) or 
 ‘q’ is in ��(�) and ��(�) ∩ ��(�) = 0. 

 

In the eight-connectivity case, multiple paths are established in 
four basic patterns. The HMT enables detection of all basic 
patterns. Then, the central pixels should be changed to zero for 
eliminating multiple paths. The transformation from eight to 
‘m’ connectivity is achieved through a specific order of 
morphological steps 
 

����, ���
�= � − ������

(�) = � ∩ �������
(�)�

�
�����, ���

�    (2) 
 

= �� − ������
(��) = �� ∩ �������

(��)�
�

�����, ���
�   (3) 

 

= �� − ������
(��) = �� ∩ �������

(��)�
�

�����, ���
�   (4) 

 

= �� − ������
(��) = �� ∩ �������

(��)�
�

���, �� �   (5) 
 

= ��                                      (6) 
 

Where ‘X’ represents the input image that contains eight-
connected skeleton and � denotes the output image with the m-
connectivity skeleton [13]. 
 

Crossing points 
 

Due to the presence of intersection between different branches 
of the vascular tree, the HMT process could not be able to 
detect the pattern recognition of the skeleton. It is applied only 
in the detection of simple crossing point. The branches in the 
vascular tree do not overlap in only one pixel, so many crossing 
points are not simple. Multiple points can belong to the similar 
intersection. As there are three neighbors for the extremes of 
the crossing, it is set as bifurcation. The characteristic patterns 
of the bifurcation points are achieved.  
 

In the existing works, the crossing points of the vessel are 
considered as two bifurcation points that are located too close 
to each other. Therefore, a circular window of predefined size 
is focused on the target bifurcations. If there are four 
intersections between the window and skeleton, the point is 
marked as a crossing. The crossing points are detected 
depending on the size of window. If the window size is too big, 
the vessels that do not belong to the crossing point can overlap 
with the window. The crossing points are not detected, if the 
window size is too small. The size of the intersections varies 
from one case to another. Also, the size depends on the image 
resolution.  
 

The origin of the retinal vessels lies in the head of optic disk. 
The vessels separate from this center point to form the retinal 
vascular tree structure. The arteries and veins overlap in a 
certainregion and generate the crossing points. This means that 
during intersection of the arteries and veins, a closed loop is 
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generated due to the common origin of the vessels. This closed 
loop is used for differentiating a crossing point. Based on the 
idea, a novel algorithm is proposed for analyzing all the points 
that are initially detected as a bifurcation to discriminate them 
as really crossing points. 
 

A bifurcation point is accounted as a crossing point, when a 
circular-shaped window is centered on this bifurcation point. 
Four or more intersections exist between the circular window 
and skeleton. The radius of the window is thrice the average 
diameter of the blood vessels. If the candidate point is a part of 
the close loop, the nearby point to the crossing point is 
observed. If the nearby point is directly connected with the 
previous point and it is not a part of the same loop, both are 
called as crossing points [13].  
 

Input: Image of the retinal skeleton ‘f’, circular window ‘W’ 
Output: Binary image of the terminal points ���, binary image 
of bifurcation points ��� and binary image of the crossing 
points ��� 
 

Initialize ��, ��, ��, �� 
 

�� ← Θ��
(�)m-connectivity conversion; 

��� ← HMT��
(��)terminal point detection; 

��� ← HMT��
(��)bifurcation point detection; 

���� ← HMT��
(��)crossing point detection; 

Complex crossing point detection 
���	i ← 1	��	 ∑(���) ��  

 ��∑�����
∗ ���≥ 4	���� 

  ������
∈ �����	����	���� 

   ����
←

argmin ����������
, �����; 

 

 �� �����
��	���������	���ℎ	����

� & �����	�����
�≠

����	 �����
�� ���� 

    �����
= ����

+ ����
; 

   end 
  end 
end 
end 
 

��� = ���� + ���� crossing point detection; 
 

The significant points are used as biometric features, 
benchmarks or key points for finding the branching patterns. 
Multiple main orientations are estimated at each pixel by 
analyzing the image block.  
 

Let �(�): � → ℝ be a gray-level image, where the support 
space is � ⊂ �� and pixel coordinates are � = (�, �). The 
absolute value of the gradient of �(�)represented as �(�) is 
described below 
 

�(�) = ‖∇f(�)‖ = ��
��(�,�)

��
�
�

+ �
��(�,�)

��
�
�

    (7) 
 

The directional opening of�(�)value is represented as the 
directional erosion of ‘g’ by a linear structuring element of 
length ‘l’ and direction ‘�’. The directional erosion operation is 
followed by the directional dilation.  
 

���,�(�)(�) = ���,�����,�(�)�(�)                                   (8) 
 

���,�(�)(�) = ⋀ {�(� + ℎ)}�∈��,�(�)                                    (9) 
 

���,�(�)(�) = ⋁ {�(� − ℎ)}�∈��,�(�)                                  (10) 
 

The orientation model depends on the breakdown of the 

gradient information by the group of linear openings, ����,��
�∈�

 

according to the definite discretization of the orientation space 
{��}�∈�. The filtering process distributes the information about 
the orientation. This avoids the mismatch of the angle due to 
noise. The sampling process of the Gaussian low-pass filter is 
denoted by the kernel ��  as described below 
 

��(��,��) = ��
�����

����
��

�                                   (11) 
 

Where � denotes the spatial standard deviation of the filter. 
The directional signature at the pixel ‘�’ is defined as 
 

��;�(�) = ����
(�)                                   (12) 

 

The signature is included using the cubical b-splines. The 
maximum limit of the directional signature corresponds to the 
multiple orientations at the pixel ‘x’. The orientations at all 
pixels are collected to offer the multidimensional vector field 

�⃗(�). 
 

An interior point is chosen as a representative of each branch. 
The orientation vector of the interior point defines the 
orientation of the branch at this pixel. A circular window is 
located at each bifurcation point to find the interior points. The 
crossing between the window and vascular skeleton of the 
branch is chosen. The choice of this pixel is not critical, due to 
the slow variation in the orientation vector field inside the 
vessel. The Anisotropic Morphological Filters [36] is applied for 
estimating orientation lying between −90° and 90°. The direction of 
each vector is obtained by considering the location of the pixel 
representing each branch with respect to the center of the bifurcation. 
The direction of the vector is obtained by considering the quadrant of 
the representative pixel and a vector field defined between 0° and 
360° is provided. The angular difference between the branches in the 

circular window can be computed, after converting the orientation 
space [13].The detection of optic discand blood vessel is 
depicted in Fig.5 and Fig.6 respectively. The input image 
overlaid with the detected blood vessel is presented in Fig.7. 
Fig.8 shows the blood vessel end point detection. The ends of 
the blood vessels are indicated with the red color. The detection 
of the crossover point and bifurcation point is depicted in Fig.9 
and Fig.10 respectively. 
 
 

 
 

Fig 5 Optic disc detection 
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Fig 6 Blood vessel detection 
 

 

Fig 7 Input image overlay with blood vessel
 

 

Fig 8 Blood vessel end point detection
 

 

Fig 9 Crossover point detection   
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Input image overlay with blood vessel 

 

Blood vessel end point detection 

 

Crossover point detection    

Fig 10 Bifurcation point detection

Feature extraction 
 

Feature extraction is the process of discovering best features to 
be used for the classification tasks. It directly influences the 
effectiveness of the classification task [37]. Features such as 
shape, color, intensity, texture, etc., are used for describing the 
content of the retinal image. In this work, totally 27 features are 
extracted from the segmented image. Among them, 12 optimal 
features are considered. The features are number of bifurcation 
points, total area, mean and deviation, circularity mean, 
circularity deviation, distance from center mean, distance from 
center deviation, optic distance, ridges end, bifurcation points, 
vessel ending and bifurcations. Fig.11 shows the final extracted 
features in the retinal image. 
 

Fig 11 Final extracted features
 

Image Classification 
 

The optimal features are applied as input to the classifier. Due 
to the extraction of the optimal features, the normal and 
abnormal images are classified efficiently. This facilitates the 
efficient diagnosis of the DR. 
 

SRC 
 

Let us suppose that there are ‘n’ number of training samples 
from ‘c’ classes. Each class ‘i’ includes 
such that � = ∑��. Each image sample is transformed to the 

vector. The jth sample from the i
linear integration of the training samples represents the probe 
image ‘y’ [38]. 
 

� = ��   
 

Where � = ���
�, ��

�, … , ��
���, 

by 
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Final extracted features 

The optimal features are applied as input to the classifier. Due 
to the extraction of the optimal features, the normal and 
abnormal images are classified efficiently. This facilitates the 

 

ppose that there are ‘n’ number of training samples 
from ‘c’ classes. Each class ‘i’ includes �� training samples, 

. Each image sample is transformed to the 

sample from the ith class is indicated as ��
�
. The 

linear integration of the training samples represents the probe 

                                                (13) 

�  The sample matrix ‘A’ is solved 
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� = argmin(‖� − ��‖�
� + �‖�‖�)    (14) 

 

Where � is the parameter and ‖ ‖� denotes the �� norm of a 
vector. The coding error of each class is derived while 
obtaining the coefficient vector, 
 

‖� − ����‖�
�, �ℎ���	� = 1, 2, … �                                (15) 

 

Where �� = ���
�, ��

�, … , ��
��� and �� is the coefficient vector for 

the class ‘i’. The probe image is assigned to the class that 
reduces the coding error. 
 

DSSRC 
 

In the DSSRC process, the separability of the subspaces 
covered by the samples from specific class is maximized. If the 
training samples from ‘c’ classes are given, the difference 
subspace from the training samples should be learned. The 
covariance matrix of the class ‘k’ is denoted as 
 

�� = ∑ ��
� ��

����
���                                                  (16) 

 

The sum covariance matrix is denoted as 
 

� = ∑ ��
�
���                     (17) 

 

It is proven that the Eigen vectors are the basis of the difference 
subspace of ‘c’ subspaces that are traversed by the training 
samples from a specific class. The Eigen vectors correspond to 
the Eigen values lesser than 1. There is a need for choosing the 
number of subspace dimensionality in the subspace learning 
technique. The Fisher criterion is used to determine the optimal 
dimensionality of the subspace. Fig.12 illustrates the geometric 
interpretation of difference subspace. 
 

 
 

Fig 12 Geometric interpretation of difference subspace 
 

While obtaining the difference subspace projection � =
[��, ��, … ], all the training samples ����

�,����
�, … ,����

�� 
are projected into the difference subspace. ��� represents the 
testing samples. The direct combination of the training samples 
represents the testing sample, in this subspace. The 
combination coefficient vector in the subspace is sparse. 
 

��� = ����                    (18) 
 

To obtain the sparse combination coefficient vector, there is a 
need to solve the problem 
 

� = argmin‖��� − ����‖�
� + �‖�‖�                 (19) 

 

The similar classification criterion is applied in the DSSRC. 
When the linear coefficient vector ‘B’ is obtained, the coding 
error of ��� by each class is derived by 
 

‖��� − ������‖�
�, �ℎ���	� = 1, 2, … , �                 (20) 

 

Where ��  is the coefficient vector for the class ‘i’. The testing 
sample ‘y’ can be assigned to the class that reduces the coding 

error in difference subspace. The DSSRC algorithm is given as 
follows 
 

DSSRC Algorithm 

Input: Training and testing samples 
Step 1: Calculate the sum covariance matrix 
Step 2: Obtain the Eigen vectors ��  of the sum covariance 
matrix and use ‘W’ as the projection matrix 
Step 3: Project all the training samples by the matrix ‘W’ and 
solve the optimization problem 
Step 4: Classify the testing samples into the class that reduces 
the coding error ‖��� − ������‖�

�, �ℎ���	� = 1, 2, … , � 
 

The proposed method is highly efficient in representing the 
difference among the subspaces. The canonical vectors 
describe the additional information about the difference 
between two subspaces. In this method, the pair of samples 
from different classes does not contribute to the sum 
covariance. Hence, two samples in the difference subspace can 
be classified easily. The DSSRC method requires lower 
computational complexity. 
 

Performance Analysis  
 

The proposed HMSWA-HMT is evaluated using the DRIVE 
[39] and compared with the method proposed by Calvo et al. 
[40] and HMT [13]. The experimental analysis is carried out 
using the Matlab software. Fig.13 shows the comparative 
results of the True Positive Rate (TPR) or sensitivity, Positive 
Predictive Value (PPV) or precision, True Negative Rate 
(TNR) or specificity and Negative Predictive Value (NPV) for 
the method proposed by Calvo et al. [40], HMT [13] and 
proposed HMSWA-HMT, for detecting the bifurcation point. 
Calvo et al. method achieves the TPR of about 1.000 and PPV 
of about 0.908 for the detection of bifurcations and crossing 
points. The method proposed by the Calvo et al. yields high 
TPR and low TNR by detecting multiple false positives and 
negatives. The proposed method achieves better TPR, PPV and 
NPV and lower TNR than the HMT. Fig.14 illustrates the comparative 
analysis of the existing method proposed by Calvo et al., HMT and 
proposed HMSWA-HMT, for the detection of crossing point. The 
method proposed by Calvo et al. achieves maximum TPR and NPV of 
about 1. From the analysis graph, it is observed that the 
proposed method achieves better TPR, PPV and NPV and 
lower TNR than the HMT. 

 
 

Fig 13 Comparative TPR, PPV, TNR and NPV results for bifurcation point 
detection 
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Fig 14 Comparative analysis of TPR, PPV, TNR and NPV for the detection of 
crossing point 

 

The proposed method is compared with Sanchez et al. [41], 
Agurto et al. [42], Antal et al [43], Barriga et al. [44], DREAM 
[45] and HM-SPCA and evaluated using the MESSIDOR 
dataset [46]. Fig.15 depicts the comparative analysis of the 
sensitivity, accuracy rate and specificity for different image 
classification methods. The proposed HMSWA-HMT approach 
yields maximum sensitivity, specificity and accuracy rate than 
the existing classification methods. Due to the segmentation of 
the ridge end, bifurcation points and vessel ends and extraction 
of the optimal features, the normal and abnormal images are 
classified efficiently. This facilitates the efficient diagnosis of 
the DR.  
 

 
 

Fig 15 Sensitivity, specificity and accuracy analysis for different classification 
methods 

 

The proposed method is compared with the retinal feature 
extraction approach [33]. Fig.16 shows the healthy image 
detection analysis. Fig.17 illustrates the Glaucoma image 
detection and Fig.18 presents the DR image detection. In the 
retinal image database, there are 25 healthy images, 15 
Glaucoma images and DR images. Existing feature extraction 
method has extracted 25 healthy images, 14 Glaucoma images 
and 13 DR images. The existing method achieved accuracy of 
about 100%, 93.33% and 80% for the extraction of healthy 
images, Glaucoma images and DR images respectively. Our 
proposed method has successfully extracted 25 healthy images, 
14 Glaucoma images and 14 DR images. The proposed method 

achieved accuracy of about 100%, 100% and 93.33% for the 
extraction of healthy images, Glaucoma images and DR images 
respectively. 
 

 
 

Fig 16 Healthy image detection 
 

 
 

Fig 17 Glaucoma Image detection 
 

 
 

Fig 18 DR image detection 
 

CONCLUSION  
 

Identification of bifurcation, edges, crossing points and vessel 
ends in the retinal image is a tough task due to the complexity 
of the vascular network. There is a need to detect significant 
points such as bifurcation, crossing points and vessel ends of 
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the retinal network on the vessel centerline. This work proposes 
the application of HMT to detect the significant points. The 
morphological operation is combined with the SWA for 
eliminating the outgrowths from the edges in the retinal image. 
The optimal features are extracted and applied for the 
classification process. The proposed work is evaluated using 
the DRIVE and MESSIDOR datasets. The proposed HMSWA-
HMT approach yields high sensitivity, true positive rate, 
specificity, accuracy and requires minimum time complexity 
than the existing techniques. 
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